
LARGE-SCALE VEHICLE RE-IDENTIFICATION IN URBAN SURVEILLANCE VIDEOS

Xinchen Liu, Wu Liu, Huadong Ma, Huiyuan Fu

Beijing Key Laboratory of Intelligent Telecommunication Software and Multimedia
Beijing University of Posts and Telecommunications, Beijing 100876, China

xinchenliu@bupt.edu.cn, liuwu@live.cn, {mhd, fhy}@bupt.edu.cn

ABSTRACT

Vehicle, as a significant object class in urban surveillance,
attracts massive focuses in computer vision field, such as
detection, tracking, and classification. Among them, vehi-
cle re-identification (Re-Id) is an important yet frontier top-
ic, which not only faces the challenges of enormous intra-
class and subtle inter-class differences of vehicles in multi-
cameras, but also suffers from the complicated environments
in urban surveillance scenarios. Besides, the existing vehicle
related datasets all neglect the requirements of vehicle Re-
Id: 1) massive vehicles captured in real-world traffic environ-
ment; and 2) applicable recurrence rate to give cross-camera
vehicle search for vehicle Re-Id. To facilitate vehicle Re-
Id research, we propose a large-scale benchmark dataset for
vehicle Re-Id in the real-world urban surveillance scenario,
named “VeRi”. It contains over 40,000 bounding boxes of
619 vehicles captured by 20 cameras in unconstrained traffic
scene. Moreover, each vehicle is captured by 2∼18 cameras
in different viewpoints, illuminations, and resolutions to pro-
vide high recurrence rate for vehicle Re-Id. Finally, we eval-
uate six competitive vehicle Re-Id methods on VeRi and pro-
pose a baseline which combines the color, texture, and high-
level semantic information extracted by deep neural network.

Index Terms— Vehicle Re-identification, Benchmark,
Recurrence Rate, Deep Neural Network

1. INTRODUCTION

This paper focuses on vehicles re-identification (Re-Id) in
urban surveillance scenario, which has been largely neglected
by vision community compared to other objects like person-
s [1, 2]. Vehicle, such as cars, trucks, and buses, is a rich
object class which can potentially bring many interesting re-
search topics [3]. Previous vehicle related research has fo-
cused on vehicle detection, tracking and classification [4, 5].
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Fig. 1. The urbran surveillance environments and cameras
distribution for the VeRi dataset. The blue circles and arrows
denote the locations and directions of cameras. The surveil-
lance camera views illustrate an example of vehicle Re-Id: the
same white BMW SUV captured by the surveillance network.

While vehicle Re-Id, comparing to person Re-Id [6,7], is still
a frontier area. As shown in Fig. 1, the task of vehicle Re-
Id is, given a probe vehicle image, to search in a database
for images that contain the same vehicle captured by mul-
tiple cameras. Vehicle Re-Id can play great roles in intelli-
gent transportation [8], urban computing [9], and intelligen-
t surveillance [10], which can quickly discover, locate, and
track the target vehicles.

Different from vehicle detection, tracking or classifica-
tion, vehicle Re-Id in urban surveillance video can be found as
a near duplicate image retrieval (NDIR) problem [11]. For the
probe vehicle image, the vehicles with the similar appearance
need to be found firstly. However, more than conventional
NDIR, only depending on appearance can hardly give opti-
mal vehicle Re-Id results as the large intra-class difference of
the same vehicle in different cameras, and subtle inter-class d-
ifferences between different vehicles in the same view (some
examples can be found in Fig.2(b)). Unquestionably, license
plate is a significant cue for vehicle Re-Id. Nonetheless, it
may not work well in unconstrained surveillance scenes due
to the various illuminations, viewpoints, and occlusions.



In particular, the lack of proper datasets is another key
problem to hinder the development of vehicle Re-Id. Most
existing vehicle related datasets are usually applied for classi-
fication. For example, the wheeled vehicle synset of the Ima-
geNet [12] contains 1,537 vehicle images. Recently, Yang et
al. [3] have proposed a cars dataset, “CompCars”, which con-
tains web-nature images crawled from the web and surveil-
lance images captured in the front view. It is mainly used for
fine-grained categorization and attribute prediction, which al-
so neglect the requirements of vehicle Re-Id. A comprehen-
sive vehicle Re-Id dataset must not only contain massive ve-
hicles captured by cameras in real-world traffic environment,
but also include enough recurrence rate. The recurrence rate
means that the same vehicle must appear in different cameras
with different viewpoints and backgrounds, which guarantees
to give cross-camera vehicle search for vehicle Re-Id.

To facilitate future research of vehicle Re-Id, in this pa-
per, we build a large-scale benchmark dataset for vehicle Re-
Id (VeRi) in the real-world urban surveillance scenario, and
propose a benchmark vehicle Re-Id method by evaluating six
different vehicle Re-Id schemes on the dataset. The featured
properties of VeRi include:

1. It contains over 40,000 images of 619 vehicles captured
by 20 cameras covering an 1.0km2 area in 24 hours
(as shown in Fig. 1), which makes the dataset scalable
enough for vehicle Re-Id and other related research.

2. The images are captured in a real-world unconstrained
surveillance scene and labeled with varied attributes,
e.g. BBoxes, types, colors, and brands. So complicated
models can be learnt and evaluated for vehicle Re-Id.

3. Each vehicle is captured by 2 ∼ 18 cameras in different
viewpoints, illuminations, resolutions, and occlusions,
which provides high recurrence rate for vehicle Re-Id
in practical surveillance environment.

Some examples in VeRi can be found in Fig. 2. The dataset
contains vehicles with various types and models (shown in
Fig. 2(a)), which brings great challenges for the vehicle Re-Id
task. More importantly, as shown in Fig. 2(b), we reconstruct
the real-world challenges of enormous intra-class difference
and subtle inter-class difference for vehicle Re-Id.

The other important contribution in this paper is that we
give a benchmark vehicle Re-Id method on the proposed
dataset, which fuses the vehicle’s color, texture, and high-
level semantic features for vehicle Re-Id. First of all, the color
features are extracted by the benchmark method in person Re-
Id [7], which applies Bag-of-Words model with Color Name
features. For texture feature, we used the classical BoW with
Scale-Invariant Feature Transform (SIFT) descriptor in near
duplicate image retrieval [13]. Recently, deep Convolutional
Neural Network (CNN) has achieved excellent performance
in many computer vision tasks [14–17]. The vehicle’s seman-
tic features are extracted by a fine-tuned deep CNN, which are
proposed as a benchmark method in [3] for car model classi-
fication and verification. On the VeRi, we comprehensively
evaluate the effects of color, texture, and high-level semantic

features, and demonstrate that the combination of the three
features can give the best performance.

2. RELATED WORKS
As vehicle has many special characters such as the diversity of
brands, designs, and functions, many researches have focused
on vehicle from different research interests. One hot topic is
the fine-grained categorization. For example, Yang et al. [3]
used CNN to extract visual features from images of entire and
part vehicles for fine-grained classification and attribute pre-
diction. 3D model based approaches was used to match and
fit the 2D image for car model recognition [18]. However, ve-
hicle Re-Id is still on its early stage, with a handful of related
works. Among them, Feris et al. [4] proposed a vehicle de-
tection and attribute-based retrieval system, in which vehicles
are searched by attributes like colors and types coarsely.

As a similar task for different objects, person Re-Id has
been a popular topic. For example, with color information,
Zheng et al. [7] adopted an unsupervised Bag-of-Words mod-
el with color features, which yields competitive accuracy for
person Re-Id. With texture features, Farenzena et al. [1] pro-
posed the Symmetry-Driven Accumulation of Local Features
for person Re-Id. Recently, Li et al. [6] proposed a deep fil-
ter pairing neural network to jointly optimize all pipeline of
person re-id and achieved competitive accuracy. These works
proved that both the global features such as color and local
texture descriptors are effective to represent objects. The re-
cent deep neural network can catch consistent details of ob-
jects and provide an end-to-end framework for person re-id.
These motivations can be exploited for vehicle re-id.

In recent years, many vehicle related datasets have been
released for classification. For example, Yang et al. [3] pro-
posed a comprehensive cars dataset, named “CompCars”, in-
cluding images from two sources. The first is crawled from
the web containing 1,687 car models covering most of the
commercial car models in the recent years. Nonetheless, the
second parts of images are captured by the surveillance cam-
era only in the front view. Moreover, there is no cross-camera
correlations for the vehicles in this kind of datasets, which
cannot give enough recurrence rate for vehicle Re-Id. There-
fore, this dataset is not suitable for vehicle Re-Id. Closely re-
lated to vehicle Re-Id, many person Re-Id datasets have been
constructed [6,7], which can give important references for ve-
hicle Re-Id dataset building. As an example, Zheng et al. [7]
constructed a large-scale person Re-Id dataset, Market-1501,
containing 1501 identities captured by 6 cameras. It is now
the largest person Re-Id dataset with 32,668 images, 500K
distractors, and 3,368 queries.

Inspired by the above works, we construct the VeRi,
which is the most comprehensive dataset for vehicle Re-Id
with many useful features, e.g. large-scale data volume, di-
verse labels, cross-camera recurrence, and real-world envi-
ronment settings. Furthermore, a state-of-the-art is proposed
on this dataset with fusing of color, texture and high-level se-
mantics based features for vehicle Re-Id.



(a) (b)

Fig. 2. Vehicle samples selected from the VeRi dataset. All images are normalized to the same size. (a) Diversity of vehicle
colors and types. (b) Variation of the viewpoints, illuminations, resolutions, and occlusions for the vehicles in different cameras.

3. DATESET CONSTRUCTION

In this section, the dataset construction is introduced in de-
tail: the environments of the surveillance scene and device
settings, the annotation procedures, and the schemes used in
the construction of the VeRi dataset.

3.1. Environments and Device Settings

To collect high-quality videos in real-world surveillance
scene, we select 20 cameras deployed along a circular road
of an 1.0km2 area as shown in Fig. 1. The scenes of the cam-
eras include two-lane roads, four-lane roads, and crossroads.
All cameras are set to 1920 × 1080 resolution and 25 fps.
The cameras are deployed with arbitrary orientations and tilt
angles. Besides, there are overlaps for part of the cameras.

3.2. Construction Procedure

With the 20 cameras, we record continuous 24-hour videos
and obtain 1.43 TB data. Then we select the videos from 4:00
p.m. to 5:00 p.m., which contains 34.2 GB videos after sim-
ple transcoding and compression. Considering efficiency and
quality, we sample one in every five frames from the videos
to obtain near 360,000 frames in all. The dataset construction
procedure is divided into three main steps.

3.2.1. Bounding Box and Track Annotation

We first annotate bounding boxes of vehicles in each frame.
A bounding box (BBox) is a rectangle that surrounds a whole
vehicle body. Only the moving vehicles are labeled with B-
Boxes. The BBoxes smaller than 64 × 64 will be dropped.
The second task is to create the track, which is the trajecto-
ry of a vehicle captured by a camera at a time. The BBoxes
belonging to a track are clustered together to guarantee each
query has multi-ground truth during search. The camera ID
and timestamp (frame ID) are reserved with tracks for further

annotation. At last, for each track, at most six BBox images
are saved considering the resolution of the images and the di-
versity of the vehicle appearances. After this step, we obtain
about 9,000 tracks and 50,000 BBoxes.

3.2.2. Color and Type Categorization

As a preprocessing step for cross-camera correlation, we cat-
egorize all tracks under each camera into ten colors and nine
types. According to [3], we define a list of colors including
black, gray, white, red, green, orange, yellow, golden, brown,
and blue. Then for each color, each track is classified into one
of ten vehicle types, i.e. sedan, SUV, hatchback, MPV, van,
pickup, bus, truck, and estate car. The color and type labels
are assigned by three workers using a majority vote.

3.2.3. Cross-Camera Vehicle Correlation

The cross-camera vehicle correlation is the most important
annotation for vehicle Re-Id. In other words, we need to label
the ground truth for vehicle Re-Id. Meanwhile it is the most
difficult and time-cost task as we should correlate the tracks
of the same vehicle in thousands tracks under all cameras. In
the labeling, some strategies are used to reduce the workload.
With the hierarchical categorization of tracks, we only con-
sider the tracks with similar colors and types in each camera.
Then the appearance and license plate (if it can be recognized)
are used to identify the same vehicle. Besides, the temporal
information of the tracks and the spatial correlation of cam-
eras can also assist the task. In spite of this, the cross-camera
vehicle correlation task still costs more than one-month work-
loads of six fulltime workers. Finally, we obtain 619 vehicles
after filtering the vehicles that appear only once.

3.3. VeRi Dataset at a Glance

This section looks into the typical properties in VeRi dataset.
The VeRi dataset contains 619 vehicles, 7,021 tracks and
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Fig. 3. The key characters of the proposed VeRi dataset.

40,395 BBox images. This make our dataset scalable enough
for vehicle Re-Id task. Furthermore, each vehicle is captured
by at least two cameras. The distributions of vehicle track
numbers is shown in Fig. 3(a). It shows that most vehicles
have more than five tracks over the whole camera network,
which guarantees the recurrence rate of vehicles.

Because of the natural environments and unconstrained
traffic settings, our dataset can be used for many real-world
surveillance applications. This also make VeRi a very chal-
lenging dataset for vehicle Re-Id. One of the challenges is the
variable lightning conditions as shown in Fig. 2(b). The color
of the vehicle would change dramatically due to the chang-
ing illumination, shadows and the specular reflection of car
body. Another challenge is to identify the same vehicle from
different views. As shown in Fig. 1(b), it it very difficult to
find the same car with different viewpoints. While from the
same view, two vehicles may look very similar in appearance
especially they belong to the same model. Furthermore, the
different distances of the cameras also make the resolutions
different for the same vehicle.

As the target of vehicle Re-Id is to retrieve all the appeared
images for the query vehicle, the cross-camera correlations
for the same vehicle are the key property in the VeRi dataset.
All tracks and BBoxes with the same vehicle are clustered to-
gether and labeled with a vehicle ID. When one query comes,
the images with the same vehicle ID but different camera ID
are its ground truth. Moreover, our dataset is labeled with var-
ied colors and types. The distributions of vehicle colors and
types are shown in Fig. 3(b).

4. THE VEHICLE RE-ID METHODS

In this section, we implement six competitive vehicle Re-
Id methods as comparative methods, and propose a baseline
which combines the color, texture, and high-level semantic in-
formation learned by deep neural network. The details of the
color, texture, and semantic features can by found as follows.

1. Texture based feature (BOW-SIFT). We first resize
the vehicle image to 64×128. Then the SIFT descriptors [19]
are extracted as the local texture features of vehicles. Next,
BOW model is used to quantize the features due to its accu-
racy and efficiency in NDIR. The model is implemented as
in [13] with the codebook trained on our training set by hi-
erarchical k-means, k = 10, 000. This model is used as the
texture based feature for vehicle Re-Id.

2. Color based feature (BOW-CN). This is a bench-
mark method in person Re-Id, which applies BOW with Color
Name (CN) feature [20]. The CN feature is adopted as it is an
effective and robust image feature for outdoor environments.
The vehicle image is resized to 64 × 128, then the CN fea-
ture is densely sampled for each 4× 4 patch with the 4-pixel
sampling step. The codebook of BOW is trained on our train-
ing set using standard k-means, k = 350. Moreover, we also
adopt the avgIDF, weak geometric constrains, and gaussian
background suppression techniques in [7]. With the weak ge-
ometric constrains, each vehicle image is partitioned into 16
strips. For each strip, the BOW-CN feature is computed sep-
arately. Finally, by concatenating all features of 16 strips, we
obtain a 5600-D BOW-CN feature as the color based feature.

3. Semantic feature extracted by deep neural net-
work. We explore two semantic features learned by Con-
volutional Neural Networks. 1) AlexNet. We adopt the
AlexNet [14] used for ImageNet classification task. The se-
mantic feature of AlexNet is learned from 1,000 classes of
general objects. A 4096-D image feature is extracted from
the FC6 layer of AlexNet. 2) GoogleLeNet. This model is the
GoogLeNet [21] fine-tuned as [3] on the CompCars dataset.
In [3], the model is trained on the images of the entire and
part cars to detect the detailed attributes of vehicles, such as
the number of doors, the shape of lights, the number of seats,
and type of cars. We can employ the feature extracted from
the model as the semantic features, which catches the high-
level semantic information of vehicles.

4. Feature Fusion. We also exploit the fusion of
multiple features, i.e. color, texture, and semantic feature.
1) AlexNet + BOW-CN. This model uses the early fusion
scheme which directly concatenates the semantic features ex-
tracted by AlexNet with the BOW-CN feature. 2) Fusion of
Attributes and Color feaTures (FACT). The proposed FAC-
T model uses the late fusion scheme. We first obtain the rank
scores of all test images with the BOW-SIFT, BOW-CN, and
the semantic feature learned by GoogLeNet separately. For
all experiments, the rank scores are calculated by the Eu-
clidean distance. Then the three types of scores are summed



Table 1. Comparison of the vehicle Re-Id methods on VeRi.
methods mAP HIT@1 HIT@5
BOW-SIFT [13] 1.85 2.81 5.82
BOW-CN [7] 13.95 46.56 61.88
AlexNet [14] 9.69 42.39 55.09
AlexNet + BOW-CN 13.92 42.68 58.87
GoogLeNet [3] 17.88 58.87 74.10
FACT 19.92 59.65 75.27

with different weights. According to the experiment results
of the single-feature models, the fusion weights are set to 0.1,
0.2, and 0.7 respectively due to their individual performances.

5. EXPERIMENTS

5.1. Experiment settings

Before conducting experiments, we randomly divide the VeR-
i dataset into two parts for training and testing respectively.
The training set has 499 vehicles with 33,195 images and the
testing set contains 120 vehicles with 7,020 images. For each
vehicle in the testing set, we select one image from each cam-
era as the query and obtain 1,031 query images in all. In
the evaluation, the cross-camera search is performed, which
means we use one image of a vehicle from one camera to
search for the images of the same vehicle from other cam-
eras. To evaluate the performance of the proposed algorithms
in Section 4, we use the Cumulative Matching Characteris-
tic (CMC) curve which is widely used in person Re-Id [7].
It computes the probability that a query vehicle appears in
different-sized candidate lists. Moreover, we also use mean
average precision (mAP), HIT@1, and HIT@5 to evaluate
the overall performance.

5.2. Results Analysis

Table 1 illustrates the mAP, HIT@1, and HIT@5 of different
methods. The CMC curves are plotted in Fig. 4. BOW-SIFT
which is used in NDIR has the worst performance. The rea-
son is that different vehicles in the same model always have
similar textures, but the same vehicle may have different tex-
tures as the different capture viewpoints. The BOW-CN mod-
el achieves competitive accuracy which also yields good per-
formance in the person Re-Id [7]. So color features are effec-
tive descriptors for vehicle Re-Id. The AlexNet model for ob-
ject classification is not learned specifically for vehicles and
obtains relatively low accuracy. The fine-tuned GoogLeNet
model achieves better results among single-feature models.
It proves that the fine-tuned CNN can catches more detailed
features as it is learned from images of entire and part cars to
recognize the detail attributes of vehicle, such as the number
of doors, the shape of lights, and type of cars. So it can distin-
guish vehicles by attributes based features, which can be seen
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Fig. 4. Comparison of the vehicle Re-Id methods on VeRi in
terms of CMC curves.

as the high-level semantic information. Moreover, the fusion
of texture, color, and the semantics based features learned by
CNN yields better performance than single-feature models,
which demonstrates the effectiveness of the proposed FACT
method.

Some sample results of the FACT on VeRi dataset can be
found in Fig. 5. From the Fig 5 (a) and (b), we can find FACT
can give optimal accuracy for vehicle Re-Id. However, there
are also challenges in the VeRi dateset such as the similarity
of the vehicle appearances as shown in Fig. 5(c). Besides,
the uncertain illumination and the specular reflection make
different vehicles have similar color as shown in Fig. 5(d).

5.3. Discussion and Perspectives

From the results on the constructed dataset, we can also find
that: 1) Except visual similarities search, we must consider
the license plate for accurate vehicle Re-Id. Especially, visual
similarities can only help us quickly find the similar object-
s. More specific, we need the specific ID to find the exact-
ly matched vehicle. Therefore, the next key research topic
for the proposed method in the future is using vehicle plate
matching to improve the vehicle Re-Id performance. 2) Ex-
cept the visual similarities, for vehicle Re-Id, there are many
additional and useful information, such as temporal informa-
tion and road network information. How to fusing the addi-
tional information to improve the accuracy of vehicle Re-Id is
also an important research topic in the future.

6. CONCLUSION AND FUTURE WORKS

This paper proposes a large-scale image dataset for vehi-
cle Re-Id, named “VeRi”. It contains over 40,000 annotat-
ed BBoxes of 619 vehicles captured by 20 cameras in un-
constrained urban surveillance environments. Each vehicle is
captured by 2∼18 cameras in different viewpoints, illumina-
tions, resolutions, and occlusions to provide high recurrence
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Fig. 5. Sample results of the FACT on VeRi dataset. The query is in blue box and the top-16 results are listed. The true positive
results are in green box, otherwise red.

rate for vehicle Re-Id. Finally, a vehicle Re-Id method which
combines the texture, colors, and high-level attributes infor-
mation is proposed as a baseline on the VeRi dataset. In the
future, we will try to utilize FACT as a coarse search, then ex-
ploit to combine license plate recognition to further improve
the performance of vehicle Re-Id.
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